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Abstract— Among the most important combinatorial 

optimization problems, essentials for various operational and 

logistical applications, there is the so-called Traveling Salesman 

Problem (TSP). Specifically, many traditional TSP approaches 

involve errors and have problems with scalability if real and 

complex datasets are used. Here, the proposed approach 

provides a new way for improving edge prediction in TSP 

employing ensemble learning and hyperparameter tuning. 

Actually, due to the utilization of the strong ensemble model that 

consists of Random Forest, AdaBoost, and Gradient Boosting 

algorithms, we successfully achieved a 96.9% accuracy in the 

prediction of edges. The ensemble technique leverages the best 

features of each algorithm: Random Forest decreases the 

variance of the model, AdaBoost enhances the weak learners of 

the model, and Gradient Boosting applies a sequence of 

improvements to the model. Hyperparameter optimization 

continues to enhance the model’s performance since each 

component algorithm gets optimal parameter values. We may 

therefore conclude from the findings of this study how 

effectively the ensemble learning algorithm solves the challenges 

of the TSP problems with an enhanced prediction rate and a 

viable solution for real-world application. 

Keywords— Traveling Salesman Problem, Optimal Solution, 

Hyperparameter Tuning, Ensemble Model, Enhanced Prediction. 

I. INTRODUCTION 

One of the most famous combinatorial optimization 
problem is the Traveling Salesman Problem (TSP) which has 
attracted attention of many researchers and practitioners for 
many years due to its simplicity and inherent hardness [1]. The 
problem is cantered on identifying the shortest path that will 
enable the salesman to travel to a given set of cities and return 
to the originating city, at equally passing through other cities 
only once [2] . Although, the TSP can be stated rather simply 
it is NP-hard, which means that the time it takes to find an 
optimal solution is proportional to the number of cities in the 
problem. This characteristic qualifies it for higher level of 
optimization and complex algorithms especially those 
associated with machine learning and ensembling [3]. 

Using such machine learning heuristics for predicting the 
edge inclusion in the optimal TSP tours has recently drawn 
much attention. TSP solutions such as Dynamic Programming 
and Brute Force Search are computationally expensive; 
therefore, their traditional implementations’ scalability is 
limited, making them impractical for large-sized datasets [4]. 
Heuristic and metaheuristic methods such as Simulated 

Annealing, Ant Colony Optimization, and Genetic 
Algorithms have been considered as an option. These methods 
may not always return the best answer though and often 
require a great deal of refining. To overcome these constraints, 
researchers have started to implement machine learning 
models, especially ensemble learning methods, which 
combine several models that enhance the model’s predictive 
accuracy [5]. When hyperparameters tuning has been done, 
ensemble learning has revealed chances of enhancing the edge 
prediction precision of TSP. 

In this paper, we offer an original approach based on 
ensemble learning models and hyperparameters optimization 
for edge prediction in Traveling Salesman Problem [6]. We 
perform a comprehensive evaluation of several machine 
learning models including AdaBoost, Gradient Boosting and 
Random Forests for the prediction of which edges will be 
considered in the best TSP route [7]. Also, to help achieve the 
best results, we employ techniques in hyperparameter 
optimization like the Random Search and the Grid Search. Our 
experimental results evidence that calibrated ensemble 
learning models are superior to traditional heuristic methods 
in terms of the edge inclusion prediction which results in 
better and faster solutions to the TSP problem [8]. 

The research focus has been stimulated by the fact that it 
is always a challenge to accurately solve large TSP cases, 
which are prevalent in real-life applications such as network 
design, manufacturing of printed circuit board and logistics 
among others [9]. With high accuracy on edge inclusion, it 
means that finding the best solutions doesn’t necessarily have 
to take the time or computational resources. The focus is to 
make a positive research addition for the growth of the idea of 
enhancing the operational worth of machine learning for 
solving the complex optimization issues like TSP. This will be 
achieved by applying ensemble learning and hyperparameter 
optimization in the next section, we shall explain how we shall 
apply these methods in achieving the foreseen objectives [10]. 
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Figure 1 Methods to solve TSP 

This is how the rest of the article is structured: In section 
2 the existing literature is discussed and a brief overview of 
the current state of the art approach to solving the TSP 
problem using machine learning methodologies is presented. 
The methodology involved in the study will be described 
comprehensively in Sect. 3 in addition to presenting more 
detailed information on the selection of the ensemble learning 
models and the various hyperparameter tuning strategies. 
Section 4 presents the model’s comparative analysis of the 
performance of the proposed approach, the experimental 
setting, and results are explained. In turn, the implications of 
our study and the future research agenda are discussed in 
Section 5. The section 6 of our article have concluded the 
outcomes for the Travelling Salesman problem with better 
efficiency. 

II. LITERATURE REVIEW 

In more detail, the Author [11] presents new formulations 
that should better address the mTSP to enhance patrolling 
effectiveness. Regarding the methodology, the paper 
employed simulation strategies and integer programming 
with the help of the Gurobi solver in the context of the Python 
programming language. While there is a need for the gradual 
elimination of the sub-tours involving human intervention, 
the model can effectively solve the problem of the maximum 
distance of the trip possible for several vehicles. This is a 
major weakness of the approach when it comes to the 
applicability of the method in more complex real-life cases. 

Thus, the research conducted by the Author [12] 
innovatively integrates the Canny edge detection technique 
with the Ant Colony Optimization (ACO) technique for 
enhanced edge recognition precision and speed of digital 
pictures. As documented using MATLAB, the proposed 
hybrid ACO-Canny algorithm provides more fitting results 
than conventional approaches, particularly in the presence of 
interference, based on higher MSE and PSNR values. Despite 
its effectiveness, the hybrid approach’s computing demand 
poses a challenge to employment in large-scale image 
sequence processing tasks needing modification. 

The focus of this research conducted by Author [13]is to 
review current solutions of using ensemble learning for the 
Traveling Salesman Problem. The paper is very informative 

and demonstrates the importance of ensemble techniques 
when it comes to solving intricate optimization problems 
since it resulted in a 96 percent success rate. A 9% accuracy 
in edge prediction with the help of integrating the Random 
Forest, AdaBoost, and Gradient Boosting models. Despite 
acknowledging the fact that such high-level optimization is 
computation-intensive and requires a lot of resources 
especially if the data set is large, the study fine-tunes model 
performance even further by a sensitive tuning of 
hyperparameters. 

This work is focused on exploring swarm intelligence 
algorithms in the context of The Traveling Salesman Problem 
(TSP) with special consideration for Particle Swarm 
Optimization (PSO) and Ant Colony Optimization (ACO). 
The Author [14] while working in the complex solution space 
of TSP, angles of the freedom of these algorithms are 
elucidated, including the fact that PSO demonstrated very fast 
convergence in certain cases. However, the study also 
discusses how sensitive these parameters are and emphasizes 
the fact that these swarm-based approaches can be less 
scalable if the higher number of and more comprehensive 
issue sets are addressed. 

Comparing many machine learning models such as 
Random Forest, Support Vector Machines (SVM), and 
Gradient Boosting in the case of edge prediction of Traveling 
Salesman Problem (TSP), the Author [15] provides a 
comprehensive review of these techniques. Following this, 
Random Forest and Gradient Boosting techniques have been 
proven to yield better results specifically when applied in 
groups for the benefit of both. The paper also lists some 
disadvantages of these models, pointing out that some of 
them have a high computational complexity due to the 
imperative hyperparameter tuning, which seems to be less 
applicable in applications for real-time optimization tasks. 

The purpose of the authors’ study [16] on the Travelling 
Salesman issue (TSP) was to predict which algorithm would 
be optimal for a given issue situation within the context of 
automated algorithm selection. As part of their work, they 
identify the fact that when new characteristics are found and 
proposed to better define TSP cases, the prediction results 
improve remarkably, more so the features derived from the 
kNN graph transform. Comparing two innovative heuristic 
algorithms that had been applied to more than 2000 tasks, the 
authors exposed the fact that their approach offers a higher 
precision of algorithm selection compared to a mere selection 
of the algorithms most frequently reported to perform better. 

The issues that involve minimax optimisation are 
cumbersome because they are non-convex, especially when 
there is outer optimisation. L2O was studied by authors [17] 
in the context of stable combinatorial optimisation. They 
introduced LRCO which is a learning-based optimiser that 
optimises the minimiser and maximiser jobs that requires 
combinatorial optimisation. The analysis of the actual run time 
complexity of LRCO based on the vehicular edge computing 
simulations, has shown that it is less than standard solutions 
and worst case costs are reduced and robustness is improved. 

In an attempt to achieve the best results in GA for solving 
numerical optimization problems the authors [18] conducted 
a sensitivity analysis of GA with varying population sizes and 
mutation types. According to their experimental findings 
which were conducted using five benchmark functions, the 
results revealed that better solutions are arrived at by 
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combining SOPMT strategies with larger population sizes. 
This paper describes how GA parameter settings affect the 
suitability of the search method to solve engineering 
optimisation problems. 

The limits of Ant Colony Optimisation (ACO) in solving 
the TSP were discussed by the authors [20] in particular, 
ACO's propensity to enter local optima. In order to solve this, 
they combined ACO's Genetic Algorithm (GA) functions to 
produce a hybrid algorithm known as Gene-Ants. Their 
experimental results show that the hybrid algorithm greatly 
outperforms ACO in discovering global optima and 
improving convergence rates, hence offering a more robust 
solution to the TSP. They tested Gene-Ants against standard 
ACO across various TSP benchmarks. 

III. METHODOLOGY 

This section explains how we have applied in our work 
various techniques in order to enhance the TSP edge 
prediction that uses ensemble learning methodologies 
including Random Forest, AdaBoost, as well as Gradient 
Boosting. Gathering samples, data preparation, model 
building, parameters tuning and model deployment comprise 
of the framework to the methodology as shown in figure 2. 

 

 

A. Data Collection 

The first step in the process is to identify a dataset suitable 
for training and testing of our models. To ensure the variation 
in the difficulties of the issues, we generated synthetic TSP 
instances of different sizes by varying the number of cities. 
The optimal solution to each of the TSP instances was 
obtained using an optimal algorithm (for example the 
Concorde TSP Solver) to indicate which edges should be 
included. Hence, it has many TSP instances, and every 
problem is depicted by the graph, which contains edges 
(possible routes between cities) and nodes (cities). As for our 
models, the goal variable is a binary label, which informs if 
the given edge belongs to the optimal TSP route. 

B. Data Preprocessing 

A number of preparation stages are performed on this 
dataset after data collection in order to make the dataset ready 
for model training. The TSP graph was first converted into a 
feature matrix in which each row represents an edge of the 
graph and has features like distance between city pairs, node 
degree and if the edge is part of and pattern that is frequent, 
for example, triangles. Furthermore, we also standardized 
these characteristics in order for the models to manage them 
properly. To enhance the set of features, we also performed 
feature engineering, which allowed constructing new features 
such as these aggregate measures of surrounding edges, 
needed to expand the capabilities of the model in terms of its 
predictive capacity. Thus, to ensure that each set contains 
instances from different TSP, the dataset was divided into 
training, validation and test set. 

C. Model development 

Based on the pre-processed data we developed Random 
Forest, AdaBoost, and Gradient Boosting ensemble learning 
algorithms. Each model was designed with the capability of 
predicting if an edge will be incorporated in the best TSP path 
or not. About how Gradient Boosting model works: it puts 
decision trees one by one, trying to correct previous trees’ 
errors. Random Forests is essentially many small decision 
trees each constructed using a different sample of the data and 
different features. AdaBoost model pays more attention on 
training instances which earlier models classified them 
wrongly by assigning them weights. These training data was 
used to train each of these models with a baseline performance 
fixed with hyperparameters recognized in the field set a priori. 

D. Hyperparameter tuning 

In order to improve the results obtained from the models, 
hyperparameter optimization via Grid Search and Random 
Search is performed. In each of the models, we discovered 
hyperparameters that define model performance and must be 
fine-tuned. When it comes to the GLM model, we only 
adjusted the alpha value to build the model of Gradient 
Boosting we wanted to tune is learning rate, number of trees, 
and maximum depth. As for Random Forest, we set the 
number of trees, the maximum depth of trees and the 
minimum samples per split. As for AdaBoost the main 
hyperparameters of interest were the learning rate and the 
number of estimators. 

E. Model Evaluation 

After the hyperparameters tuning, the ability of the 
models in the prediction was evaluated on the test list. In this 
study, we also compared the AdaBoost, Random Forest, and 
Gradient Boosting models against the base line models and 
conventional heuristic approach. The outcome assessment 
was focused by three primary assessment criteria, namely: 
computational efficiency of the models, models’ robustness 
across different TSP cases, and prediction accuracy of models 
on the inclusion of edge. These outcomes revealed that 
Gradient Boosting performed the best in predicting the edge 
inclusion while the ensemble models generally afforded 
enhanced forecasts which in turn enhanced the TSP solution 
process. 

F. Model Implementation 

Our approach completed its cycle with the application of 
the model with the highest score to a real-life environment. 
Perhaps the model could decrease the amount of searching 
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since it shows which of the edges are going to be most likely 
included in the best route. The deployment was conducted in 
Python environment and integrated into a TSP-solving 
system. In the design of the system of picking edges for 
heuristic or metaheuristic algorithms, the system was designed 
to take a new instance of TSP, preprocess the input and then 
use the trained model to generate the predictions. However, 
this method did also bring the bonus of making a solution to 
the TSP quicker and provided a scaleble solution for real life 
situations. 

IV. RESULT AND DISCUSSION 

A. Accuracy 

Accuracy 

1 

 
0.9 

 
0.8 

Recall is another measure utilized in classification models 
to determine on how well the model identifies all occurrences 
in the dataset. It is also measured with the use of other names 
such as the sensitivity or true positive rate. The following 
picture illustrates the recall values of many a machine learning 
methods. Recall quantifies the extent of the model’s capability 
to relate each ground truth positive in the dataset. , it has 
virtually zero percent recalled in consumer’s home, making it 
one of the least-recalled products in the market. , of those 98; 
the best model is the Ensemble Model, meaning the Ensemble 
Model has the highest accuracy of forecasting the most 
number of positive events. Meat producers also wish to point 
to other aspects such as lower recall rates –currently standing 
at 0. 96, Random Forest and SVM have also relatively good 
performance as they are also reliable trees for preventing false 
negatives. On the other hand, compared to other models, the 
Logistic Regression has the least recall of 0. Moreover, the 
predict accuracy of 88 show that it has a high possibility of 
missing true positive values. 

C. Precision 

Precision 
 

 

 

ML Algorithms 

Figure 3 Accuracy of Different ML models 

Some evaluation metrics that is often applied on the results 
of a classification model include accuracy. Its definition is the 
model’s total number of predictions divided by the number of 
correct ones. The performance of many of the machine 
learning algorithms with regards to a classification task is 
depicted in the image. , reusability of 0. 9698, we can see that 
the Ensemble Model was much better in comparison to certain 
models of  individual  nature  like  AdaBoost,  Gradient 
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Boosting, and Random Forest. All three classifiers SVM, 
KNN, and Logistic Regression display good performance in 
terms of accuracies which are approximately 0. 9474. The fact 
is that although Random Forest and Gradient Boosting are 
much less accurate than the Decision Tree, in this particular 
case they would not have been as effective. We also observe 
that the Ensemble Model that yielded the higher accuracy 
underscores the need to combine many models for better 
forecast accuracy. 

B.  Recall 

Recall 
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Figure 4 Recall of Different ML models 

Figure 5 Precision of Different ML models 

In classification algorithms there is parameter known as 
precision which tells us how well we are able to predict our 
positives. The accuracy ratings for a number of models in 
machine learning have been presented as shown below. The 
amount of precision of positive classifications is determined. 
As stated earlier, in the Ensemble Model, the accuracy 
achieved was at 0. Lastly, for the parameter K, maximum was 
observed in 9623 which clearly indicates the efficiency of the 
current approach in negating false positive results. With 
precision ratings of 0 carry out the following: 9496 and 0. 
9423, respectively and the performance of SVM and KNN 
where also impressive. From the results shown above, it is 
evident that Logistic Regression produced the highest number 
of false positives and the least precision of 0. 8608. 
Altogether, the given tendency indicates the potential of 
ensemble techniques to enhance precision, which is useful for 
such tasks as spam identification and disease diagnosis that 
should minimize the number of false positives. 
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D. F1-Score 
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F1-Score 

(JSSP) and the Vehicle Routing Problem (VRP) is 
investigated. It may also become more applicable to real life 
supply chain and logistic problems if those limits of the actual 
world, such capacity or time limits, are included into the 
models. 
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Figure 6 F1-Score of Different ML models 

In classification problems – a measure of the balance 
between recall and accuracy is the so-called F1-score. The one 
that addresses both concerns at the same time is F-measure, or 
F-scores as it is the measure, the harmonic mean between 
precision and recall. The picture below shows F1-scores of 
many machine learning techniques that have been described 
in the text. As it can be seen in Table 4, the suggested approach 
has an F1-score of 0. 9608, the Ensemble Model can be 
observed to perform overall best because this work provides 
the best blend of recall and accuracy. Similar F1-scores of 0. 
9397 to 0. 9412 are achieved for Gradient Boosting, 
AdaBoost, and SVM showing the robustness of the algorithm. 
The worst F1 score can be obtained as 0. AWM: The fact that 
8703 for logistic regression shows that it may have 
shortcomings in terms of recall, or precision, or both. The fact 
that F1-score of the Ensemble Model is high indicates that the 
categorization provided is fairly balanced and accurate, which 
is very important when false positives and false negatives may 
have severe consequences. 

V. CONCLUSION AND FUTURE SCOPE 

In this paper, we have presented an ensemble learning 
based method of hyperparameter tuning with Gradient 
Boosting, Random Forest, and AdaBoost in order to enhance 
the edge predictor in context with TSP. We also find that the 
accuracy, precision, recall, and F1-score of edge prediction 
significantly improve when fine-tuned ensemble models are 
employed rather than usual techniques. The utilization of these 
methodologies in solutions to TSPs could lead to enhanced 
frameworks that are more accurate and produce faster 
computations thus reducing the computational intensity of 
problems in various situations. The above finding clearly 
illustrates how the Ensemble Model outperforms the others, 
demonstrating that employing a number of algorithms may 
increase the overall forecast precision and presenting a strong 
solution to the TSP’s inherent nature. 

The outcomes of the study are rather inspiring, which will 
result in multiple perspectives for the future research. In order 
to enhance model performance there is one potential 
development avenue worth exploring which is focusing on the 
more complex methods of creating ensembles such as stacking 
and blending. Additionally, there can be works regarding the 
integration of deep learning models with other techniques in 
ensemble methods, especially in even more extensive and 
complex TSP cases. Also, the further research of this method 
the use of which might be crucial for other combinatorial 
optimization issues, such as the Job Shop Scheduling Problem 
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